
Dijkstras Algorithm



Algorithm

Single Source Shortest Paths Problem: Given a weighted  connected graph G, 
find shortest paths from source vertex s to each of the other vertices

Dijkstra’s algorithm: Similar to Prim’s MST algorithm, with a different way of 
computing numerical labels: Among vertices not already in the tree, it finds 
vertex u with the smallest sum dv +  w(v,u)

where 

v is a vertex for which shortest path has been already found on preceding 
iterations (such vertices form a tree)

dv is the length of the shortest path form source to v  w(v,u) is the length 
(weight) of edge from v to u



Single-‐Source Shortest paths
Input: directed graph G=(V, E). (m=|E|,

• each edge has non negative length le

• source vertex s

n=|V| )

Length of path

= sum of edge lengths

Output: for each , compute

L(v) := length of a shortest s-v path in G

Assumption:

1. [for convenience]

2. [important]

Path length = 6



Example



This array

only to help 

explanation!
Dijkstra's Algorithm

Main Loop cont'd:Ini*alize:
· X = [s]
· A[s] = 0

[ver*ces processed so far]
[computed shortest path distances]

· 

· B[s] = empty path [computed shortest
paths]

Already

computed in 

earlier iteration

[call it (v*, w*)]
Main Loop
· while XǂV: -need to grow  

x by one node 
· add w* to X
· set
· set



Non-Example

Question: why not reduce computing shortest paths with negative

edge lengths to the same problem with non

adding large constant to edge lengths)

negative lengths? (by

Problem: doesn’t preserve shortest paths !

Also: Dijkstra’s algorithm incorrect on this graph !

(computes shortest s-t distance to be -2 rather than -4)

Tim Roughgarden









Efficiency

• Doesn’t work for graphs with  negative weights

• Applicable to both undirected and directed graphs

• Efficiency

• O(|V|2) for graphs represented by weight matrix and array 
implementation of priority queue

• O(|E|log|V|) for graphs represented by adj. lists and min-heap 
implementation of priority queue



Example



Solution







Steiner Tree

• minimum-weight connected subgraph of G that includes all the 
vertices. It is always a tree. Steiner trees have practical applications, 
for example, in the determination of the shortest total length of wires 
needed to join some number of points





Huffman Code

• For example, we can use a fixed-length encoding that assigns to each symbol a 
bit string of the same length m (m = log n). This is exactly what the standard ASCII 
code does. 

• One way of getting a coding scheme that yields a shorter bit string on the average 
is based on the old idea of assigning shorter codewords to more frequent 
symbols and longer codewords to less frequent symbols. 

• This idea was used, in particular, in the telegraph code invented in the mid-19th

century by Samuel Morse. In that code, frequent letters such as e(.) are assigned 
short sequences of dots and dashes while infrequent letters such as q(--.-) and 

z(--..) have longer ones



•Variable-length encoding, which assigns codewords of 
different lengths to different symbols, introduces a 
problem that fixed-length encoding does not have. 
Namely, how can we tell how many bits of an encoded 
text represent the first (or, more generally, the ith) 
symbol? To avoid this complication, we can limit 
ourselves to the so-called prefix-free (or simply prefix) 
codes. In a prefix code, no codeword is a prefix of a 
codeword of another symbol. 



• David Huffman MIT student
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• Encode DAD

• 10011011011101 Decode this string

• ABACABAD encode

• 100010111001010 
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